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EXECUTIVE SUMMARY

Across the country extensive media coverage, litigation, and congressional debate have targeted domestic surveillance programs operated by the Department of Defense, the FBI, and the National Security Agency (NSA). Until recently, however, very little attention and public debate had been directed at the dramatic expansion in government video surveillance of public space at the local level.

This report explains in detail the joint assessment of the three California ACLU affiliates of government-funded video surveillance cameras and the current state of video surveillance in California: Part I looks at the threat posed by public video surveillance to privacy and other civil liberties. Part II examines law enforcement justifications for video surveillance programs and an evaluation of these programs’ effectiveness. Part III reviews the findings from our public records survey. Part IV offers policy recommendations.

THREAT TO CIVIL LIBERTIES FROM COMBINED TECHNOLOGIES

Government-run video surveillance can radically alter the relationship between law enforcement and the public. By itself, pervasive video surveillance threatens privacy rights. But even more disturbing, the threat multiplies when government combines cameras with emerging technologies such as automated identification software, face and eye scans, radio frequency identification (RFID) tags, and databases accessible to law enforcement. In that context, video surveillance provides a critical pillar of a surveillance infrastructure. It creates the potential for the government to monitor people in public space, in a way envisioned only in futuristic novels.

GOVERNMENT FUNDING FOR SURVEILLANCE CAMERAS

Video surveillance cameras are a familiar sight at automated banking machines and other private businesses, but government-funded camera systems in public spaces are a recent development. Some jurisdictions experimented with surveillance systems in the 1990s, but several cities eventually rejected the systems because of their cost, ineffectiveness, and impact on civil liberties.1

However, the events of September 11, 2001, radically changed perspectives toward privacy and security and there is now a homeland security bureaucracy that is flush with money and eager to support the efforts of local governments to adopt new surveillance
technology. The Department of Homeland Security has offered hundreds of millions of dollars in grants to local governments for video surveillance cameras and systems.  

While the federal government has been handing out money for new surveillance systems, cities and counties throughout California are grappling with the very real problem of violent crime in their communities. Residents facing rising homicide rates have demanded solutions from police departments and elected officials. Security companies have engaged in active marketing to capitalize on general concerns about safety and on the resources available since September 11. Seeing new opportunities to address the public’s fears—and using Department of Homeland Security funding in some cases—the local government has responded, in part, by installing surveillance camera systems.

CAMERAS NOT PROVEN EFFECTIVE; NO SAFEGUARDS AGAINST ABUSE

Residents in high-crime areas, their political leaders, and police officials often see surveillance systems as an obvious solution to crime. Often, however, little consideration is given to the significant evidence demonstrating that camera surveillance is ineffective, especially when compared with other alternatives. Even less consideration is given to the expanded surveillance infrastructure’s long-term impact on privacy and on the relationship between the government and the people. Cities throughout California have approved and implemented camera systems without guidelines to guard against abuse and, in most circumstances, with little or no public debate.

ACLU PUBLIC RECORDS SURVEY ON VIDEO SURVEILLANCE

As the media began reporting on the proliferation of surveillance systems, the ACLU began investigating the extent of video surveillance in California. We conducted a public records survey of 131 jurisdictions throughout the state. Among the key findings:

- 37 cities have some type of video surveillance program
- 18 cities have significant video surveillance programs of public streets and plazas; an additional 10 jurisdictions are actively considering such expansive programs
- 18 cities have systems in which police actively monitor the cameras
- Only 11 police departments have policies that even purport to regulate the use of video surveillance cameras
- No jurisdiction has conducted a comprehensive evaluation of the cameras’ effectiveness

As cities throughout California move quickly to approve and install video surveillance, we strongly urge local governments to pause and consider the impact of these systems. Surveillance cameras will not improve public safety, and limited funds can be better spent on programs that are both proven effective and less invasive, such as improved lighting, foot patrols, and real community policing.

As former Oakland Mayor (now California Attorney General) Jerry Brown said in 1999 when the City of Oakland rejected proposed video surveillance cameras: “Reducing crime is something the community and police must work on together. Installing a few or a few dozen surveillance cameras will not make us safe. It should also not be forgotten that the intrusive powers of the state are growing with each passing decade.”

Help from DHS: The Department of Homeland Security gave Fresno a large grant for surveillance cameras.
George Orwell’s novel, *Nineteen Eighty-Four*, painted a picture of a world without privacy, in which government authorities, using a wide array of technologies, continuously monitored human activity. The loss of privacy shaped society, enabling government to control all aspects of people’s lives.

Orwell wrote at a different time and in a different political context, when the fear of communism and totalitarianism was real and widespread. However, there are strong parallels between the society he described and the conditions increasingly made possible by the U.S. government’s growing surveillance capabilities. Instead of communism, the public now fears terrorism and gun violence, and although government surveillance is not yet pervasive in the United States, reality is not very far from fiction.

In recent years, the government has dramatically expanded its surveillance capabilities through the proliferation of government-funded camera systems in public spaces. On its own terms, pervasive video surveillance threatens privacy and other constitutional rights. The threat multiplies when surveillance cameras are combined with other emerging technologies such as automated identification software, face and eye scans, and radio frequency identification (RFID) tags. In that context, video surveillance provides a critical pillar of a surveillance infrastructure and creates the potential for the government to monitor people in public space in a way previously envisioned only in futuristic novels. It is particularly troubling that while the technology has improved along with the government’s ability to infringe on constitutional rights, the legal landscape has not kept pace.
VIDEO SURVEILLANCE CAMERAS

Video surveillance has doubled in the last five years: It is now a $9.2-billion industry, and J. P. Freeman, a security industry consultant, estimates that it will grow to $21 billion by 2010. He predicts that “pretty soon, cameras will be like smoke detectors: They’ll be everywhere.”

Cities across the country are jumping on the surveillance bandwagon. In Chicago, Mayor Richard M. Daley has announced that he wants the city to have a camera on almost every corner by 2016. Not all of these cameras are government-funded and controlled—large numbers are privately owned surveillance cameras. Even the private cameras, however, contribute to the overall expansion of government surveillance because the government can ask businesses for access to video footage.

Government surveillance camera programs pose several grave threats to civil liberties. First, these programs have a significant impact on privacy. Twenty-four-hour video monitoring of public spaces gives the government a vast quantity of information on private citizens that would otherwise be unavailable, allowing it to monitor people engaging in wholly innocent and constitutionally protected behavior.

Moreover, the technological sophistication of new camera systems adds an entirely new dimension to surveillance. These cameras do not produce the grainy footage of yesteryear. Many of these state-of-the-art systems—perched atop utility poles with 360-degree views, rolling 24 hours a day—generate DVD-quality video footage, and some have the capability to record sound. They can zoom in close enough to show the title of the book someone is carrying, the name of the doctor’s office someone is entering, or the face of the person someone is talking to or kissing goodbye. Everything a camera sees or hears can be stored in perpetuity on its hard drive or in a central database.

OTHER SURVEILLANCE TECHNOLOGIES: AUTOMATED IDENTIFICATION SOFTWARE, FACE AND EYE SCANS, AND COMPUTER-READABLE TAGS

The threat to civil liberties multiplies when cameras are used in combination with other surveillance technologies. Recently developed software can monitor camera feeds—automatically classifying objects, tracking recorded movement, and classifying certain behavior as “suspicious activity.”

Such software was recently installed in the San Francisco International Airport as part of a $30-million pilot program funded by the federal government. In response to privacy concerns, the owner of the software company dismissed worries, saying: “With the world of intelligent video we will only be recording suspicious behavior . . . We won’t be recording you walking down the street.” Technology used in one context, however, can quickly expand to other uses. Industry consultants already hope to sell surveillance software for both government and commercial uses.

It is not far-fetched to think that face recognition technology will soon be used to connect camera footage with other images.
and information about people. In fact, the Los Angeles Police Department was field-testing face recognition software in November 2006. By combining video footage with face recognition software, the government could quickly identify individuals walking down a street, participating in a political rally, or entering a doctor’s office.

Technology also exists for identifying a person by using a scan of the retina, and a patent has been filed for a device that can scan the iris of someone’s eye from a distance. Like a fingerprint, an iris is unique, so the image can be used to identify an individual. Combining iris scanners with surveillance cameras would give the government another way to identify people in public without their knowledge or consent.

Another surveillance technology called radio frequency identification (RFID) could also be coupled with video surveillance cameras, enabling the government not only to record images, but also to capture detailed information on anyone who came within the cameras’ range. RFID tags are tiny computer chips that can be embedded in identity cards and other items. Whatever personal information is encoded on the chip, such as a name, address, or digital photograph, can be read by a machine at a distance of many feet without alerting the holder of the identification document. The State Department has already embedded RFID tags in all new U.S. passports and the Department of Homeland Security is considering its use in other travel documents and identification cards. With RFID tags embedded in identity cards and machines to read them integrated into public surveillance cameras, government would be able to collect and compile an immense amount of information about individuals and their private lives.

HISTORICAL IDEAS ABOUT SURVEILLANCE & THEIR MODERN-DAY APPLICATIONS

The concept of using surveillance to deter crime and achieve a level of social control is not new. Sociologist Jeremy Bentham developed the theory in the late 18th century and it is best represented by his concept of a “Panopticon,” a model prison where prisoners could be observed, but they could not see who was watching and tell when they were being watched. “The psychological objective of such a system was that the subjects of surveillance would believe that their only logical option was to conform. Thus each individual would become their own overseer.”

Two centuries later, this concept of surveillance was extended beyond the walls of the prison and out into society. Michel Foucault in 1977 argued that the mechanism and principles used to control prisoners in Bentham’s Panopticon could be similarly applied to citizens throughout society. Orwell also elaborated on that idea in chilling detail: “Every citizen, or at least every citizen important enough to be worth watching, could be kept for twenty-four hours a day under the eyes of the police.”

When Nineteen Eighty-Four was published in 1949, Orwell’s tale seemed far-fetched. Futuristic films from recent years such as “Minority Report” and “Gattaca” still appear fanciful, but the concepts and theories these stories illustrate have started to be put into practice. Within the last decade, the installation of surveillance cameras on public streets and in public parks has extended the eye of government into the public’s daily life. What is more, video surveillance is being combined with other technologies, such as face recognition, to expand government monitoring of the public even further.

THE REAL ID ACT AS ENABLER OF SURVEILLANCE TECHNOLOGIES

Automated identification technology, such as facial recognition and iris scans, are not currently used by many local jurisdictions because they are expensive, technologically limited in their efficiency, and the government currently does not have digital photographs and biometric information on file for most people. However, unless pressure from the states and civil liberties groups succeeds in stopping implementation of the federal Real ID Act, the federal government will establish such files—a nationwide database of information on every U.S. citizen—in the next few years.
Rushed through Congress in the spring of 2005 as a little-known attachment to an Iraq and tsunami appropriations bill, the Real ID Act requires the creation of a de facto national identity card and national database of personal information. Under the Act, a state driver’s license is not acceptable for boarding a plane, opening a bank account, or entering a federal facility unless it complies with Department of Homeland Security standards for uniformity: every license must carry the driver’s photograph and all the personal information on it in a digital format that can be read by any state or federal computer across the country. All this data will then be accessible, through a shared database, to law enforcement agencies in all 50 states and to the federal government. A biometric identifier, such as a scan of the iris or retina, could also be required on the new driver’s license.

This combination of video cameras and other surveillance technologies—face and iris scanning, national identity cards, and RFID tags—will enable the government to confirm the identity of any passerby and gain access to a wealth of personal information. In the future, this information could include not only the data in the RFID tag itself—name, address, photo, and any biometric scans—but also anything else that might be linked to a person in a national database. It might include, for example, your motor vehicle records, police records, employment history, DNA and drug testing records, and you and your family’s travel and buying habits.

**MULTIPLE CONSTITUTIONAL PROTECTIONS THREATENED**

As technology has improved, so has its ability to infringe on constitutional rights. It is the legal landscape that has not kept pace. Video surveillance systems are proliferating despite the fact that they infringe on the freedom of speech and association guaranteed by the First Amendment and threaten the anonymity and privacy protected by the Fourth Amendment and state constitutions. Anonymity and privacy are both independent rights and also function to safeguard speech rights.

**THE RIGHT TO FREEDOM OF SPEECH, ASSOCIATION, AND MOVEMENT**

People tend to have much less confidence in their overall freedom to act, speak, and associate with other people or groups when they know they are being watched. Think of an innocent activity such as dancing at a wedding or party: Many people would wait until others were already dancing and the lights were turned low, so that they would be less visible to onlookers. As one legal scholar noted, “No matter how innocent one’s intentions and actions at any given moment . . . persons would think more carefully before they did things that would become part of the record.” Once people know they are being “observed and recorded, their habits change; they change.”

Moreover, with a public video surveillance camera it is not just anyone watching—it is the government watching.

The right to express oneself not just through action, but also in the choice to stay still or “repose” has been continually affirmed by the U.S. Supreme Court. In *Chicago v. Morales*, the Court wrote that freedom to loiter for innocent purposes is part of the “liberty” protected by the due process clause of the Fourteenth Amendment . . . Indeed, it is apparent that an individual’s decision to remain in a public place of his choice is as much a part of his liberty as the freedom of movement inside frontiers that is “a part of our heritage,” or the right to move “to whatsoever place one’s own inclination may direct.”

Professor Jeffrey Rosen studied the British video surveillance system and found that cameras cause individuals to censor themselves, concerned that engaging in certain activities, or even lingering in public spaces could draw the attention of law enforcement. He concluded that “rather than thwarting serious crime, the cameras are being used to enforce social conformity in a way that Americans may prefer to avoid.”
There is little doubt that when people know a camera is aimed at them, they worry about who might be watching, what others are thinking, and how the pictures might be used—or misused. In a public context, video cameras deter people from engaging in activity that is both perfectly legal and constitutionally protected.29

ANONYMITY AS A SAFEGUARD FOR FREEDOM OF SPEECH AND ASSOCIATION

Video cameras in public places also chill speech and associational activity by preventing people from remaining anonymous. Installing cameras in public spaces is tantamount to requiring people to identify themselves whenever they walk, speak, or meet in public. If these surveillance systems were everywhere, it would be practically impossible to be in a public place without wondering whether the government was monitoring and recording who you were, where you were, and what you were doing. A government camera aimed at the entrance to a building where an organization held meetings could reveal association as readily as a membership list.30

Such a scenario would violate established First Amendment protections of speech and association. The U.S. Supreme Court has held that requiring people to identify themselves when expressing themselves in public is unconstitutional; likewise for requiring identification of a person’s association with others or with organizations. Individuals have a right to protest, leaflet, and circulate petitions anonymously,31 and courts have also ruled that it is improper to force the disclosure of membership lists.32

Furthermore, courts have ruled that surveillance that targets individuals, intimidates them, or discourages attendance at an organizational activity or membership in an organization is an improper infringement on free speech and the right of association.33 As U.S. Supreme Court Justice John Paul Stevens commented in McIntyre v. Ohio Elections Commission, wherein the Court found such surveillance systems unconstitutional to prohibit the distribution of anonymous campaign literature, “(t)he decision in favor of anonymity (is) motivated by fear of economic or official retaliation, by concern about social ostracism, or merely by a desire to preserve as much of one’s privacy as possible . . . (it) is an aspect of freedom of speech protected by the First Amendment.”34

THE RIGHT TO PRIVACY

In addition to protecting the right to freedom of speech and association, privacy has an independent value in freeing people from government intrusion unless there is sufficient justification for it. The Fourth Amendment protection against unreasonable search and seizure guarantees this right to privacy, and so does the privacy amendment in the California Constitution. Recent court decisions, however, have not kept up with technology’s potential for abetting government in violating these rights.

Fourth Amendment. The Fourth Amendment promises all Americans a zone of control around their bodies and possessions that the government cannot enter without reasonable cause. This zone of control extends far beyond the front door of a home; it may, under appropriate circumstances, even extend to places or things that a “person seeks to preserve as private, even in an area accessible to the public.”35 A person is entitled to protection if a court finds he has a “reasonable expectation of privacy.”36

Video surveillance cameras do not simply record information that is readily observable or available (see “Other Surveillance Technologies: Automated Identification Software, Face

POLICE ACCESS TO PRIVATE SECURITY CAMERAS

In the age of the Internet, cities do not even need to install their own cameras to engage in video surveillance. In Corona, Calif., the city’s Web-Watch program gives police Internet access (through a user name and password) to live “feeds” from the video systems of participating businesses. Officers at the Corona Police Communication Center can view what the cameras are recording and can even pan, tilt, and zoom the cameras remotely.37

The system is intended for responding to alarms and calls for service and to reduce responses to false alarms. But nothing in either the Web-Watch contracts or city policies restricts the police to viewing security feeds only when an emergency call is made. Nothing prevents the city from monitoring video feeds for any purpose at all. In fact, the city does not even face liability for abuse, because participating businesses must explicitly agree to indemnify the city against liability for invasion of privacy or recording of unauthorized communications.38

Other California cities with public-private hybrid programs include Brentwood and Oakland, where redevelopment money has been used to fund a small number of cameras for local businesses.39
and Eye Scans, and Computer-Readable Tags,” page 5), they also record additional information and retain it for uses never before possible. Regrettably, the courts’ view of the privacy protections that apply in public places have not expanded to account for this change in the technological landscape, and Fourth Amendment court decisions do not reflect it. As technology advances, individuals must demand that privacy rights are not left behind, and courts must be persuaded to take a more nuanced view of what is meant by a “reasonable expectation of privacy.”

**California Privacy Amendment.** Widespread use of video surveillance is also inconsistent with the explicit right to privacy in the California Constitution. Overwhelmingly approved by voters in 1972, the amendment was specifically designed to guard against “the proliferation of government snooping and data collecting that is threatening to destroy our traditional freedoms.” In *White v. Davis* in 1975, the first California Supreme Court decision to interpret the privacy amendment, the Court noted that

> ... the moving force behind the new constitutional provision was a more focused privacy concern, relating to the accelerating encroachment on personal freedom and security caused by increased surveillance and data collection activity in contemporary society. The new provision’s primary purpose is to afford individuals some measure of protection against this modern threat to personal privacy.

Video surveillance cameras and other surveillance technologies present just the type of “modern threat” the amendment was meant to guard against.

**MODERN TECHNOLOGICAL AND LEGAL FACTORS THAT AFFECT PRIVACY**

Personal information captured by surveillance cameras is at risk through both lawful public access and theft on the networks over which it travels. Many cities rely on wireless Internet systems to handle footage from surveillance cameras. These systems control the cameras remotely and transmit images to police stations and individual squad cars. Technological vulnerabilities in wireless networks drastically compound the privacy risk by making it possible for anyone to break into the system to control the cameras and gain access to the footage.

---

**PRIVACY DOES NOT END AT THE FRONT DOOR**

The police cannot stop and search a person for no reason on a public street. A public telephone cannot be tapped without a warrant. People cannot be forced to give their names before they distribute leaflets. These limits on government power hold because the right to privacy and free expression extends far beyond a person’s front door.

“People are not shorn of all Fourth Amendment protection when they step from their homes onto the public sidewalks.” U.S. Supreme Court in *Delaware v. Prouse*, 1979.

“What a person seeks to be private, even in an area accessible to the public, may be constitutionally protected.” U.S. Supreme Court in *Katz v. United States*, 1967.

“Streets and parks . . . have immemorially been held in trust for the use of the public and, time out of mind, have been used for purposes of assembly, communicating thought between citizens, and discussing public questions. Such use of the streets and public places has, from ancient times, been a part of the privileges, immunities, rights, and liberties of citizens.” U.S. Supreme Court in *Hague v. CIO*, 1939.

Privacy and freedom of expression in public places are the values on which American society was forged. Without them, it would be very difficult to speak freely, join and support causes, and assemble to criticize government and safeguard democracy. People have a right not only to engage in speech and protest on public streets, but also to do so anonymously so that they can speak without fear of reprisal from the government. This right to anonymity, or namelessness, is necessarily tied to privacy. A person cannot remain anonymous if personal information and identity do not remain private.

Video surveillance cameras may make it easier for the government to identify people in public, but that does not make video surveillance acceptable.
WIRELESS SYSTEMS

Wireless networks send information through radio waves in the air. Just as someone using a police scanner could hear what police are transmitting through their in-car radios, someone with a computer and an incentive to break into a video surveillance system on a wireless network could intercept the video data. Wireless networks are extremely vulnerable to unauthorized access, even when the data transmitted is “encrypted” (that is, encoded to keep it private). Tools for breaking into wireless systems are “freely available on the Internet,” and it is easy for thieves to pick up the 2.4 GHz radio frequency on which video surveillance footage most often travels.

In Northern California, the town of Brentwood has a wireless network that enables the police department to use and control cameras remotely from patrol cars. The little town of Ripon in the San Joaquin Valley, with a population of fewer than 11,000 people, has installed a municipal wireless system that transmits data among 20 surveillance cameras. The wireless network proposal presented for San Francisco in 2006 touted the network’s ability to support the city’s new video surveillance infrastructure. Sacramento is also in the process of developing a municipal wireless system and has plans to connect hundreds of cameras to create one large surveillance system that can be used and controlled remotely. Across the country, more than 300 municipalities are considering offering public wireless Internet access, and vendors have seized on the use of those networks to facilitate public video surveillance as a significant selling point.

PUBLIC RECORDS LAW AND MANDATORY ACCESS TO VIDEO FOOTAGE

The ACLU has always strongly supported public access to government records, and under the California Public Records Act, records held by the government are presumed open and subject to narrow exceptions, including records related to a criminal investigation. Under the Act, video surveillance footage generated by government surveillance cameras would almost certainly be accessible to the public. In fact, at least one jurisdiction—the city of Fresno—has a policy acknowledging that some video footage is accessible to the public.

The implications of public access to video surveillance footage are broad and generally have not been considered by policy-makers. Anyone can request and gain access to video footage from any location where a camera has been deployed, for a whole host of invasive reasons. For example, an untrusting husband or wife might want to see if a spouse was entering or exiting a home or business that happened to be in range of a camera; an opposing political candidate might want to see people entering and leaving an opponent’s campaign headquarters; or a political organization might want to identify members of the opposition who happened to attend a rally within eyeshot of a camera.

The public should have access to the same information as the government; however, such access also means that widespread video surveillance systems can quickly prevent people from keeping their activities private, not just from the government, but also from other private parties.
DISCRIMINATORY AND ABUSIVE USE OF CAMERAS

Finally, in addition to privacy concerns, the potential for misuse of video surveillance systems raises significant equal protection issues. Studies published in Great Britain have shown discriminatory use of surveillance cameras. Among other issues, researchers found that “the young, the male, and the black were systematically and disproportionately targeted, not because of their involvement in crime or disorder, but for ‘no obvious reason.’” The studies also reported that one in 10 women was “targeted for entirely ‘voyeuristic’ reasons by male operators,” and that “40 percent of people were targeted for ‘no obvious reason,’ mainly ‘on the basis of belonging to a particular sub-cultural group.’”

The British reports were not anomalous. In the United States, a number of abuses involving surveillance cameras have been reported in the last few years, ranging from the surveillance of demonstrations to the targeting of women and minorities. A San Francisco police officer in 2005 faced disciplinary action for using surveillance cameras at the airport to ogle women. According to a recent evaluation of surveillance camera systems by a scholar at the Naval Postgraduate School in Monterey, Calif.,

With more than 1 million closed-circuit television (CCTV) surveillance cameras presently in use throughout the United States, standardized controls are necessary. The potential infringement upon persons lawfully protesting, the release of images, and the ability to satisfy voyeuristic desires are real threats to the integrity of CCTV systems and organizations that use those systems.

RAPID GROWTH OF VIDEO SURVEILLANCE IN GREAT BRITAIN: A CAUTIONARY TALE

Great Britain provides the clearest example of how small surveillance systems can rapidly mushroom into comprehensive government monitoring schemes. There, video cameras are already much more pervasive than in the United States. Following two bombings in the early 1990s by the Irish Republican Army, the beginnings of a surveillance system were established in London. Seventy-nine British cities, by 1994, were monitoring their central districts with surveillance cameras, and by 1998 three-quarters of the Home Office’s crime prevention budget was being spent on cameras. By 2004 approximately 500 towns and cities had surveillance systems, with more than four million cameras being used and operated throughout Great Britain—one for every 14 people. In London the average person is now captured on video camera 300 times a day.

This rapid proliferation of cameras is just one aspect of the surveillance infrastructure in Great Britain; more expansion is planned. The Home Office is investing significant resources on efforts to improve face recognition technology and plans to use it widely by 2016. British law enforcement is also using cameras on highways to capture license plate numbers and track driving patterns over a CCTV network.

Camera systems are also becoming more invasive. Some cities are considering attaching microphones to cameras designed to “pick up aggressive tones on the basis of 12 factors including decibel level, pitch, and the speed at which words are spoken.” In the town of Middlesbrough, seven of 158 cameras have loudspeakers attached so that control room operators can speak to people passing by, issuing alerts such as “Warning—you are being monitored by CCTV.”

Great Britain started out with a small pilot program in just three towns. Just 15 years later, the country has taken on significant characteristics of a Big Brother society, and even police are now expressing concern. According to Ian Readhead, Deputy Chief Constable of Hampshire, “I’m really concerned about what happens to the product of these cameras, and what comes next? If it’s in our villages, are we really moving towards an Orwellian situation where cameras are at every street corner? I really don’t think that’s the kind of country that I want to live in.”

This story shows how fast small programs can expand into large ones. It is a warning for local governments and communities to stop and think before starting down the path of video surveillance.
Concern about crime and the belief that surveillance cameras make communities safer overshadow video surveillance’s corrosive impact on civil liberties. Crime is a very real problem in many communities, with both residents and police strongly motivated to do something about it. However, video surveillance is not the solution.

Numerous studies of existing camera programs demonstrate that they do not significantly reduce crime, especially violent crime in city centers. Furthermore, expectations that surveillance cameras will significantly increase the success rate of criminal prosecutions have not been met.

Instead, within limited public-safety budgets, surveillance cameras come at the expense of proven crime reduction measures such as better lighting, foot patrols, and community policing. In this sense, throwing money at video surveillance actually detracts from law enforcement’s efforts to reduce crime.

STUDIES FAIL TO SHOW VIDEO SURVEILLANCE DETERS CRIME OR REDUCES FEAR OF CRIME

Crime Rates Not Reduced By Cameras

Law enforcement agencies justify video surveillance programs mainly by claiming that they deter criminals. Cameras are being touted as a crime prevention tool in places all over California. For example, in Brentwood police claim that cameras serve “as an effective deterrent to robberies and burglaries . . . They are definitely a deterrent and they help in apprehending suspects in criminal activity”;70 in Clovis police say the cameras will “enhance public safety though prevention as potential criminals realize that the police utilizing remote cameras are monitoring them”;70 and in Indio the police department has begun deploying mobile cameras “to deter vandalism and other criminal activity.”71 In San Francisco local law requires a finding of “potential deterrence” before cameras can be placed.72 Indeed, residents of high-crime communities sometimes seek to install cameras in hopes of making their neighborhoods safer.

However, though it may seem intuitive to policy-makers or concerned residents that video surveillance cameras will reduce crime, studies suggest otherwise.

In Great Britain, where camera systems have been in place for close to a decade, criminologists have conducted a number of studies to review their actual impact. A 1999 study by the Scottish Central Research Unit evaluated crime statistics before and after the installation of surveillance cameras in Glasgow, Scotland. There, researchers found reductions in crime “no more significant than those in control areas without the camera locations.”73

While cameras like these blanket Great Britain, they have not prevented terrorist attacks and studies show they have failed to significantly reduce crime in city centers.
A broader study by the British Home Office in 2002 looked at the cameras’ effects on crime in 18 different jurisdictions. The survey found reductions in vehicle crimes in certain areas—particularly parking garages—but found no significant impact on violent crime: “In the city centre and public housing setting, there was evidence that CCTV led to a negligible reduction in crime of about 2 percent in the experimental areas compared with the control areas.”74 Yet these are the very areas where many jurisdictions (such as San Francisco and Los Angeles) are deploying cameras.

The most recent comprehensive study, by Martin Gill and Angela Spriggs of the University of Leicester in England, evaluated 13 systems in Great Britain and reached similar findings. Although the British government spent millions of dollars on the systems, these have not had a significant impact on crime. In some areas crime increased and in others it decreased. In comparison with control areas, and taking into account general variations in the crime rate, the changes were insignificant. According to the report,

All systems aimed to reduce crime, yet this study suggests that CCTV has generally failed to achieve this. Although police-recorded crime has decreased in six out of the 13 systems for which data were available, in only three cases might this decrease be attributable to CCTV and in only two areas was there a significant decrease compared with the control.75

Fear of Crime Not Reduced By Cameras

According to the British studies, not only did cameras fail to decrease the actual rate of crime, they also failed to reduce the fear of crime. In the Glasgow study, researchers found that installing cameras did not make people more comfortable venturing into high-crime areas.76 The Gill and Spriggs study, in fact, demonstrated the opposite: People who were aware of the cameras were actually more worried about crime. The researchers found:

Respondents who were aware of the cameras actually worried more often about becoming a victim of crime than those who were unaware of them. Knowing that cameras were installed in an area did not necessarily lead to a reinforced feeling of security among respondents.77

Criminals Not Deterred By Cameras

The failure of cameras to reduce crime (or fear of crime) is also reflected in how offenders view video surveillance. Two studies conducted in the United States in 1985 by the Athena Research Corporation surveyed 181 armed robbers in prisons in New Jersey, Texas, and Illinois, and an additional 310 armed robbers in 20 state prisons in Maryland, Texas, and Washington. The researchers asked about offender planning, methods, and motives, seeking to determine what means were most effective in deterring crime.78

In both surveys, camera systems and video recording finished in the bottom three in significance behind several other factors including an active police patrol, number of clerks, and number of customers. According to the study, “the robbers say cameras and videos aren’t effective and don’t keep them from robbing. We know that is true because people rob and kill in front of cameras. One of the reasons they give is that they know that no one is watching at the time, and also they’re not worried about being recognized because they can just wear a disguise or get away anyway.”79

A third offender survey, conducted in Great Britain in 2003, reached similar conclusions. The researchers interviewed 77 convicted male offenders who had committed a prior theft or fraud. Again, the offenders did not consider cameras a significant factor and felt that they could avoid detection by wearing a disguise, looking away from the camera, or changing the location or manner in which they committed the crime. The study concluded, “In short, CCTV was not perceived to be a threat by the offenders interviewed. Any potential threat from CCTV was lessened by the speed and manner in which the offense was committed.”80
Even in the face of this evidence, law enforcement and government officials in California continue to claim that cameras deter crime. In San Francisco, for example, the Director of the Mayor’s Office of Criminal Justice admitted, at a public hearing on the proposed expansion of the city’s video surveillance program, that he was unaware of any studies demonstrating the effectiveness of cameras and that there had been no comprehensive study of San Francisco’s system. Yet, he continued to assert that cameras would deter crime. Likewise, in Clovis, Police Captain Robert Keyes asserted that cameras contributed to a reduction in crime, despite the fact that “there’s nothing other than anecdotal evidence to support that.” The ACLU survey found that no California jurisdiction with video surveillance cameras has conducted a comprehensive evaluation of their effectiveness.

As comprehensive studies strongly suggest cameras do not deter crime, the rationale of deterrence falls short of justifying either the cameras’ expense or their intrusion into privacy.

**FAILURE TO MEET EXPECTATIONS IN SOLVING VIOLENT CRIMES**

Another justification for video surveillance is that its purported ability to capture evidence of criminal activity could potentially increase the success of criminal prosecutions. In London, the role of CCTV cameras in identifying the men involved in the 2005 terrorist attacks has been highly publicized.

Cameras undoubtedly capture some evidence of criminal activity, but in the limited studies available, evidence suggests that the impact of video footage on prosecutions may not be as significant as policy-makers expect.

First, some evidence suggests that cameras make little difference in the number of crimes actually solved. The Glasgow study cited above, for example, found that “the cameras appeared to have little effect on the clearance rates for crimes and offenses generally. Comparing statistics before and after installation of the cameras, the clear-up rate increased slightly, from 62 to 64 percent. Once these figures were adjusted for general trends, however, the research analysts concluded that the clear-up rate fell from 64 to 60 percent.”

Second, while some crimes are certainly captured on film, some law enforcement agencies appear to overestimate the degree to which the footage helps law enforcement actually convict criminals. In Maryland, for example, Margaret Burns, a spokesperson for the state attorney’s office, told reporters for the Washington Times that the office has not “found them to be a useful tool to prosecutors . . . they’re good for circumstantial evidence, but it definitely isn’t evidence we find useful to convict somebody of a crime . . . We have not used any footage to resolve a violent-crime case.” According to a study by the Maryland state attorney’s office, of the nearly 2,000 arrests made on the
basis of video camera footage, the vast majority concluded in an outright dismissal or a conviction for minor crimes. The office is now questioning the large amount of taxpayer money spent on the program. “Do these prosecutorial results support millions of dollars in tax expenditures? There will have to be a public debate about this,” Burns said.85

In Cincinnati, Ohio, police also found cameras to be ineffective. A University of Cincinnati study found that the city’s program, which began in 1998, merely shifted crime beyond the view of the cameras. According to Captain Kimberly Frey, “We’ve never really gotten anything useful from them . . . we’ve never had a successful prosecution . . . we’re trying to use . . . money for other things.”86

**SPENDING ON CAMERAS: A TRADEOFF WITH MORE EFFECTIVE PROGRAMS**

Video surveillance costs more than the cameras alone: The dollars used to buy the system are not spent in a vacuum. Public safety budgets are stretched very thin, especially in many urban areas, so money dedicated to video surveillance often comes at the expense of potentially more effective measures, such as lighting, community policing initiatives, and increased foot patrols.

Compare the lack of evidence of video surveillance’s ability to reduce crime with the remarkable results that improved lighting produces. A survey commissioned by the British Home Office looked at 13 lighting studies in Great Britain and the United States and evaluated the cumulative impact. The study found a 20 percent average decrease in crime, with reductions in every area of criminal activity including violent crime. In fact, in two areas “financial savings from reduced crimes greatly exceeded the financial costs of the improved lighting.” The report concluded:

Street lighting benefits the whole neighborhood rather than particular individuals or households. It is not a physical barrier to crime, it has no adverse civil liberties implications, and it can increase public safety and effective use of neighborhood streets at night. In short, improved lighting seems to have no negative effects and demonstrated benefits for law-abiding citizens.87

Intensive foot patrols have shown similar results—reductions in crime, including violent crime, of 15 to 20 percent.88 These findings suggest that from a law enforcement and public safety perspective alone, the dedication of scarce resources to video surveillance systems may not only be an inefficient and ineffective use of funds, it may actually be counterproductive.

Among other issues, researchers found that “the young, the male, and the black were systematically and disproportionately targeted, not because of their involvement in crime or disorder, but for ‘no obvious reason.’”
VIDEO SURVEILLANCE IN SAN FRANCISCO: EXPANSION WITHOUT STUDY OF ALTERNATIVES

At the direction of Mayor Gavin Newsom, San Francisco in June 2005 embarked on a 90-day pilot program by placing two video surveillance cameras on street corners outside a public housing project in the Western Addition neighborhood. In October of that year, despite the lack of a comprehensive analysis of the effects of the program and with little public input, the mayor’s office declared the program a success and expanded it by six additional cameras. By March 2006 the program had grown to 33 cameras, all without meaningful evaluation or public debate.

The San Francisco Board of Supervisors in May 2006, concerned about the expansion of the program without any formalized public process, passed a city ordinance establishing a process for determining camera placement. The ordinance mandated that before a camera could be placed, notice must be given to the surrounding community, and the police commission must find that the cameras’ potential for deterrence would outweigh community concerns about the cameras and their use.

The San Francisco Police Commission on January 17, 2007 held a hearing on the proposed placement of an additional 25 cameras at eight different locations throughout the city. At the hearing, commissioners heard testimony from numerous members of the public on both sides of the issue. More notable, however, was testimony from Allen Nance, Director of the Mayor’s Office of Criminal Justice, who was promoting the cameras. Nance admitted that his office had not conducted a comprehensive analysis of the existing cameras. The ACLU noted that the city had not even collected the data necessary to evaluate whether the cameras had actually prevented crime or had simply driven it elsewhere. Indeed, as the ACLU also noted at the hearing, the only data the city provided in response to ACLU requests for records of the city’s evaluation showed that at more than half of the existing camera sites, crime actually increased. Furthermore, the Samuelson Law, Technology and Public Policy Clinic at Boalt Hall School of Law, UC Berkeley, presented several studies indicating that cameras are ineffective in reducing crime. Meanwhile, Nance could not provide any evidence supporting his contention that they deter crime.

Equally troubling was the failure of the Mayor’s Office of Criminal Justice to consider alternatives. Referring to studies that have demonstrated that improved lighting significantly reduces crime, one commissioner asked Nance how much lighting could be purchased for the cost of the cameras; Nance could not answer. Though he was certain that his office would be requesting additional funds for even more cameras, he was not certain whether it would request more funding for lighting.

The police commission approved the installation of additional cameras, but required the city to evaluate their effectiveness within six months. To be effective, however, any future evaluation or budgeting for video surveillance must include a thorough analysis of whether crime has actually been prevented rather than just displaced, and alternatives and monetary tradeoffs must also be properly addressed.
PART III

PUBLIC RECORDS SURVEY AND FINDINGS

The ACLU conducted surveys of cities throughout California to determine the extent of existing video surveillance systems, sending Public Records Act requests to a total of 131 jurisdictions statewide, including a diverse sample of agencies (in size, location, etc.) as well as cities already known to use cameras.

We specifically asked about public use of video surveillance cameras, excluding uses in city buildings such as the police department, intersections with red-light cameras, and police cars. We also asked about the types of camera systems that were being considered or had already been deployed.97

We received responses from 119 cities, nearly a third of which use or are in the process of considering some form of public video surveillance.

Our survey shows that the use of surveillance cameras is increasing rapidly and without regulation or evaluation of their effectiveness.

RISING NUMBER OF SURVEILLANCE CAMERAS

Eighteen jurisdictions reported having surveillance cameras on public streets. Some of these programs are relatively small, with just a few cameras currently in use. However, others are far broader, and several programs are being rapidly expanded. For example, Pittsburg recently purchased 13 cameras for use at various intersections and plans to add 32 more.98 San Francisco, whose program started with two cameras in July 2005, now has 58 and plans to apply for Department of Homeland Security grants for more cameras in the coming years.99 Santa Monica has a comprehensive system to provide nearly 100 percent visibility to police in the city’s Third Street Promenade area, an outdoor public mall.100 The largest recent expansion was in Fresno, where the city council approved $1.2 million for 73 cameras.101

Most of the surveillance camera systems in California were installed in the last few years. Seven of the 10 most extensive systems in Northern and Central California were installed in the last four years. Several of those cities and others throughout the state relied in part on Department of Homeland Security funding to establish their programs. The grants ranged from large awards, such as the $407,000 the city of Fresno received, to smaller grants to places like El Cajon.102

MEANWHILE, LITTLE OR NO REGULATION

Standing alone, the increased use of cameras is disturbing from a civil liberties perspective. On top of that, most of the programs are operating without any meaningful regulation. Only eleven of the 37 departments provided any written policies specifically addressing video surveillance. Clovis, for example, which has 35 cameras, had no policies governing their use (the city was reportedly in the process of drafting them).103 Other cities, including Pittsburg (with 13 cameras) and Redding (with 35 cameras), lacked policies also.104

Even where policies exist, they are inadequate and often not legally enforceable. In Fresno, the new camera policy purports to prohibit the cameras’ use for racial profiling. The camera policy, however, still allows the use of race as a factor in determining whom to monitor. Until community members raised concerns, the policy also specifically allowed the use of cameras to monitor protest activities without any specific criminal suspicion.105

Palm Springs has a wireless CCTV system monitoring the downtown commercial business district 24 hours a day, seven days a week. According to the Department’s policy, “[t]he purpose of
the CCTV cameras is to capture day-to-day criminal activity and to assist in response to crimes in progress.” But while the policy prohibits “ongoing surveillance of specific individuals or groups” without a warrant, it does not bar “suspicionless” monitoring of speech activities, nor does it set guidelines that bar the use of race or gender as a factor in choosing subjects.\textsuperscript{106}

In San Francisco, the surveillance program grew from two to 33 cameras without any binding regulations: Members of the mayor’s staff and city organizations, such as the Emergency Services Department, promulgated policies, but these policies did not vest community members with any rights to seek redress for violations and were also easily changed. For example, camera footage originally was to be erased after 72 hours (three days), but the city changed that time span to seven days.\textsuperscript{107} It was not until June 2006, almost a full year after the first cameras were installed, that the board of supervisors passed an ordinance providing for some legally enforceable regulations on public processes and the use of the cameras.\textsuperscript{108}

**ACTIVE MONITORING OF FOOTAGE**

The lack of regulation of video surveillance is especially troubling because in 18 California jurisdictions police actively monitor the cameras, a situation that evidence from the British studies (see Section II) shows to be ripe for abuse.

**NO ANALYSIS OF EFFECTIVENESS OR ALTERNATIVES**

Finally, as local jurisdictions quickly expand the use of video surveillance, they are making little effort to evaluate its effectiveness. Several jurisdictions in our survey collected general crime statistics, but not a single one conducted a comprehensive analysis of the effectiveness of cameras or their relative benefits compared with other programs.

---

**THERE IS A BETTER WAY: OAKLAND REJECTS VIDEO SURVEILLANCE TWICE**

While many California cities rush to roll out video surveillance programs, one city considered and rejected them—twice. The Oakland city council, in both 1997 and 1999, rejected proposals to spend between $500,000 and $1 million on a video surveillance system.\textsuperscript{109}

Council members fully evaluated both privacy concerns and evidence of the systems’ effectiveness. Council member Henry Chang, an immigrant from China, reflected on his decision to come to the United States, saying, “We came because we don’t want to be watched by Big Brother all the time.”\textsuperscript{110} Council member Nancy Nadel rejected the monetary tradeoffs, arguing that “it made me feel physical pain—the idea that we would spend public dollars on cameras before spending money to fight illiteracy.”\textsuperscript{111} Council member Ignacio De La Fuente cast the deciding vote, citing a lack of evidence that cameras are effective in reducing crime and concluding that the program was not “worth the risk of violating people’s privacy rights.”\textsuperscript{112}

Then-Mayor Jerry Brown concurred, saying that “reducing crime is something the community and police must work on together. Installing a few or a few dozen surveillance cameras will not make us safe. It should also not be forgotten that the intrusive powers of the state are growing with each passing decade.”\textsuperscript{113} While the city has rejected a broad city-run camera system, it has allowed some public money to be used to fund cameras for businesses in public-private partnerships.\textsuperscript{114}
Public video surveillance systems threaten privacy and, especially in combination with other technologies, have a real potential to radically change the relationship between the public and the government. Despite that risk, cities and agencies throughout California are increasingly deploying surveillance camera systems with little public debate or consideration of potential consequences. This is a serious mistake.

Video surveillance may be an appropriate technology to deploy in limited settings, such as in an airport or a police department. However, general monitoring of public space by the government is inappropriate in a free society. Existing and proposed video surveillance programs represent a disturbing trend. Even initially small programs that seem relatively benign have the potential to expand rapidly into larger ones.

To shift course and protect civil liberties, the California ACLU affiliates make the following recommendations:

RECOMMENDATION 1: Cease deploying surveillance cameras.

Reducing crime and apprehending criminals are worthy goals, but the evidence suggests that video cameras are generally ineffective in achieving them. Given surveillance cameras’ limited usefulness and the potential threat they pose to civil liberties, the ACLU recommends that local governments stop deploying them.

For cities considering cameras:

RECOMMENDATION 2: Evaluate other alternatives.

The ACLU recommends that local governments fully evaluate other crime reduction measures before spending limited public safety dollars on video surveillance systems.

RECOMMENDATION 3: Fully assess any proposed system’s effectiveness and impact and establish a process for open public debate.

No city should deploy a technology without fully debating and considering its impact on members of the community. The ACLU recommends that any proposed video surveillance program be subjected to intense public scrutiny, and that the city conduct a full assessment of the system’s effectiveness and impact on privacy and free speech before proceeding with the installation of cameras.
For cities with cameras already in place:

RECOMMENDATION 4: (Re)evaluate the system’s effectiveness and its impact on privacy and hold public hearings.

The ACLU recommends that any city with a video surveillance system already in place conduct a comprehensive (re)evaluation of the system’s effectiveness and impact on privacy. The city should make public the results of the evaluation and hold public hearings on the future of surveillance programs and possible alternative crime reduction measures. In the absence of evidence demonstrating measured effects on crime, consideration of alternatives, and full privacy and free speech assessments, camera systems should be removed.

Particularly at this time, when agencies at the federal, state, and local levels have monitored innocent Californians engaging in protected expressive activity, policy-makers and individual citizens must think critically about the deployment of even a single camera. Once money is invested in a program, public agencies become much more willing to spend additional funds on expansion, rather than critically evaluate programs and consider alternatives.

We all want and deserve safe communities, but video surveillance systems are not the answer. Rather than investing money in invasive systems with marginal effectiveness, local governments must look at programs with proven results and that protect Californians’ constitutional rights.
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